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Abstract. Unsupervised registration strategies bypass requirements in
ground truth transforms or segmentations by optimising similarity met-
rics between fixed and moved volumes. Among these methods, a re-
cent subclass of approaches based on unsupervised keypoint detection
stand out as very promising for interpretability. Specifically, these meth-
ods train a network to predict feature maps for fixed and moving im-
ages, from which explainable centres of mass are computed to obtain
point clouds, that are then aligned in closed-form. However, the fea-
tures returned by the network often yield spatially diffuse patterns that
are hard to interpret, thus undermining the purpose of keypoint-based
registration. Here, we propose a three-fold loss to regularise the spa-
tial distribution of the features. First, we use the KL divergence to
model features as point spread functions that we interpret as proba-
bilistic keypoints. Then, we sharpen the spatial distributions of these
features to increase the precision of the detected landmarks. Finally, we
introduce a new repulsive loss across keypoints to encourage spatial di-
versity. Overall, our loss considerably improves the interpretability of the
features, which now correspond to precise and anatomically meaningful
landmarks. We demonstrate our three-fold loss in foetal rigid motion
tracking and brain MRI affine registration tasks, where it not only out-
performs state-of-the-art unsupervised strategies, but also bridges the
gap with state-of-the-art supervised methods. Our code is available at
https://github.com/BenBillot /spatial_regularisation.
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1 Introduction

Registration is paramount in medical image analysis for tasks such as longi-
tudinal studies [17] or atlas building [23]. Modern strategies are dominated by
learning-based methods, which enable fast inference compared to classical op-
timisation frameworks, for example ANTs [I] and NiftyReg [28]. Deep learn-
ing approaches have first been optimised using supervision provided as ground
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truths transforms (either obtained by construction [I1I37] or from classical op-
timisation frameworks [14129]), or segmentations [I9I25]. Learning-based regis-
tration methods have been shifting towards unsupervised registration methods,
where networks are trained using similarity metrics between fixed and moved
volumes [3I9/T0], thus bypassing the need for supervision.

Meanwhile, the interpretability of learning-based approaches has been an
active area of research [7]. Following a rich literature of landmark registra-
tion [BI3336], a recent class of methods based on unsupervised keypoint de-
tection has emerged as particularly promising for interpretability [BOJI3], where
warps are estimated by: (i) passing fixed and moving volumes through a siamese
network, either implemented as a regular [38] or equivariant [4] convolutional
neural network; (#) computing keypoints as the centres of mass of all output
features;(i7) aligning the resulting point clouds in closed-form. Conceptually,
these methods are explainable through their learnt keypoints, whose correspon-
dence across volumes can be verified. However, in practice, these networks often
present irregular and spatially diffuse features that remain hard to interpret
(Fig. B,left). Hence, centres of mass are poor summaries of such features,
sometimes making keypoints difficult to reproduce across volumes. Moreover,
computing centres of mass over these diffuse features results in many keypoints
landing at the image centre [38], which leads to suboptimal transform estimates.

Here, we propose to tackle these problems by regularising the spatial distribu-
tion of the network’s features. Spatial regularisation has a long history in regis-
tration, mainly in the elastic case [7], where unrealistic deformations are avoided
by using diffeomorphisms [1I27] or penalising deformation fields with high bend-
ing energy [35]. However, these strategies do not apply to our keypoint-like fea-
tures, which are very different from deformation fields. Spatial regularisation also
has been of high interest in segmentation, to ensure anatomical plausibility of
the returned masks [26]. Closer to our work are two spatial regularisation losses
for supervised keypoint detection. First, one can encourage the network’s out-
put features to resemble point spread functions by optimising a Kullback-Leibler
(KL) divergence with isotropic Gaussians of fixed variance [31]. To avoid finding
an optimal dataset-dependent variance, another method directly minimises the
second order moment (i.e., the spatial variance) of the features [I5]. Yet, this lat-
ter approach remains suboptimal for unsupervised keypoint detection, as it does
not explicitly penalise spatial distributions that are not uni-modal Gaussians.

Building on these ideas, we propose a new three-fold loss function to improve
the accuracy and interpretability of registration methods based on unsupervised
keypoint detection. First, we regularise the network’s features by minimising the
KL divergence with Gaussians of corresponding means and covariance matrices,
which we sharpen with a second term penalising spatial variance. As a result,
the network produces sharp point spread functions interpretable as precise key-
points. Compared to [31], decoupling the KL loss from the variance regularisation
enables the network to be more flexible in its choice of keypoints, rather than
having to find landmarks that satisfy an arbitrary target variance. Finally, we
further improve performance by penalising redundancy in the detected keypoints
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Fig. 1. (A) Registration by unsupervised keypoint detection. Beyond the classical simi-
larity loss between fixed and moved volumes (leading to features comparable to B,left),
we propose a three-fold spatial regularisation, whose effects on the features/keypoints
are depicted in (B-D): interpretability (Lxr,), precision (Lyar), and diversity (Lrep).

Lrep

with a new repulsive loss that encourages spatial diversity. We demonstrate our
loss on two unsupervised keypoint detection methods for rigid motion tracking in
foetal time series and affine registration in brain MRI. Our method outperforms
other unsupervised strategies and obtains comparable results to state-of-the-art
supervised registration methods, while considerably increasing interpretability.

2 Methods

2.1 Registration by unsupervised keypoint detection

Our method builds on registration by unsupervised keypoint detection, which
we summarise below and illustrate in Fig. [[LA. While this class of methods also
applies to non-linear registration [38], we focus here on affine deformations.

Let I™ and I7 be moving and fixed volumes defined on a finite discretised
grid 2 C R3. We train a convolutional neural network (CNN) &y, parametrised
by 6, to obtain an affine transform 7' that maximises the alignment of I with
I Inspired by classical optimisation frameworks, unsupervised learning strate-
gies solve this problem by optimising a similarity loss L, between the fixed
and moved volumes: 0* = argming E¢7s pm) [Eszm (I @9(If I)o Im)] Most
methods [10129] use @y to directly regress the parameters of the affine transform:
T = &g(I7, I™), where T is a 4x4 matrix in homogeneous coordinates. However,
this approach lacks interpretability and is fragile against large misalignments.

Instead of direct regression, registration by unsupervised keypoint detection
proposes to train @y to extract two 3D point clouds, each with K points, from
If and I™: uf = {Mk}k L and p™ = {u"HE | respectively. This is achieved
by predicting K feature maps for each volume and computing their centres of
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mass. Crucially, we assume that @y learns to predict keypoints that correspond to
matching anatomical landmarks across volumes and poses, such that ul = ’fu
Thus, T can now be estimated from the obtained point clouds by mlmmlsmg the
distance between corresponding pairs of points: T’ = argming XK || ﬂk T %,
which is done in differentiable closed-form [I82413].

While this framework is trained with the same loss L;,, as regression-based
approaches (Fig A), its results are more interpretable since we have access to
the keypoints that the network has identified as reliable to robustly estimate 7",
Implementations of unsupervised keypoint-based methods mostly differ by the
choice of the network architecture and closed-form algorithm: rigid transforms
are tackled with SE(3)-equivariant networks [30/4] and SVD-based closed-form
solutions [2418/6], whereas affine registration is performed using regular CNNs
along with Moore-Penrose pseudo-inverse fitting of point sets [I338].

However, in all cases, the feature maps extracted by the network often present
irregular and diffuse patterns (Fig. B,left), which is problematic for three rea-
sons. First, these patterns are hard to interpret, thus undermining the very
purpose of keypoint-based registration. Second, the feature maps are difficult to
reproduce across volumes, which introduces noise in the extracted keypoints. Fi-
nally, spatially averaging these diffuse feature maps leads to centres of mass that
are clustered at the image centre, which is suboptimal for transform estimation.

2.2 Proposed spatial regularisation loss

We address the aforementioned problems by introducing a new principled three-
fold loss to regularise the spatial distribution of the network’s features. Here, we
describe each component separately and provide illustrations in Fig. [I}B-D.

Interpretable feature maps. We first seek to improve the interpretability
of the feature maps extracted by @y, because their current spatial distributions
are not only difficult to interpret, but also poorly justify using centres of mass
to describe them. Thus, we propose to regularise the network’s features such
that they yield spatial distributions that are densely concentrated around their
centres of mass. For each feature map, this forces the network to focus on one
specific landmark, which can be interpreted as the detected keypoint (Fig. B).

Specifically, we regularise each feature map separately by computing the KL
divergence with a spatial Gaussian distribution of the same mean and covari-
ance matrix. Let Fy(X) be the k' feature map returned by @, defined on the
voxels X € 2. After using a softmax to make Fj positive and normalised (i.e.,
>y Fr(X) = 1), we compute its centre of mass pup =Y XFp(X) and 3x3
covariance matrix X = v F(X)(X — px)(X — pg)T. If [£2] is the cardinality
of 2, and N () is the normal distribution, our first regularisation term Ly, is:

K

Lir === 5 57 F(X) [log Fu(X) —log N (X[, £0)] . (1)
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Here Y}, is a covariance matrix rather than a scalar variance to account for poten-
tially anisotropic landmarks (e.g., keypoints at the boundary between regions).

Precise landmark detection. After regularising the feature maps to become
interpretable point spread functions, we add another loss L4, aiming at reducing
the spatial variance of the obtained features. The objective is to obtain keypoints
anchored to precise anatomical landmarks (e.g., boundary between regions, apex
of a structure), rather than large areas (Fig. C). Extending [15], we regularise
the covariance matrix of each feature map with the Frobenius norm || - ||:

K K 9 1/2
o= e = £ 3BT = 232 (33052) L o
k=1 k=1 k=1 =1

where T'r is the trace, and i indexes the elements of Y. By explicitly regularising
all values in X%, this loss is slightly more efficient than [15], which only regularises
diagonal elements of X} (i.e., implicit regularisation of non-diagonal values).

Diversity of keypoints. Although we now obtain interpretable and precise
keypoints, we still observe that many of them are redundant and closely clustered
near the image centre (Fig. [[|D). [13U38] attempt to address this issue by spread-
ing the network’s attention across the image space, which is done by pretraining
@y to consistently detect random points in a single input volume that undergoes
online intensity and spatial augmentations. We show below that this strategy
yields only slight improvements and propose instead to explicitly maximise the
distances between every pair of keypoints py and py (k € {1,..., K}, k' > k). For
numerical stability, we take the sigmoid of distances (so that they are bounded
by 1), and minimise the negative logarithm, which results in £,.,:

2 1
Lren = i —1) 2o % (1 e ||nk7uk/2]>’ (3)

k' >k

where 7 > 0 is a hyperparameter controlling the slope of the sigmoid. We empha-
sise that this loss has a strong connection to the traditional contrastive loss [39],
from which we differ in three ways: (i) we replace the cosine similarity with the
Euclidean distance, (ii) we only consider negative pairs (all points must be as
far away as possible from each other); and (ii7) we use a sigmoid rather than a
softmax, which saves us from computing an additional sum in the denominator.

Learning. During training, we optimise the following loss (Fig. [[]A):
»Ctraining = Acsim + )\KL»CKL + Avarﬁvar + )\rep»crepa (4)

where we balance the hyperparameters {Axr,Avar, Arep} to avoid degenerate
solutions such as empty features (Lyqr), or keypoints at the image edges (Lyep)-
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Fig. 2. Representative features and summary of all extracted keypoints obtained from
an EPI foetal brain MRI with EquiTrack, trained with/without different regularisa-
tions. Keypoints are colour-coded by their distance to the visualised slice. When trained
with our loss (green), EquiTrack yields interpretable, precise and diverse keypoints.

2.3 Implementation details

We demonstrate our three-fold regularisation loss on two existing methods: Eq-
uiTrack [4] for rigid motion tracking, and KeyMorph [3§] for affine registration.
For EquiTrack, we use SE(3)-equivariant layers of order 0, 1 and 2 [16]. For both
EquiTrack and KeyMorph, the network @y is implemented in PyTorch [32] as
a 3D UNet [34] with 4 levels of 2 convolutions using 32 3x 3 x 3 kernels, ReLU
activations, and instance normalisation. We use a final per-channel softmax to
separately normalise the K = 32 output features. We train @y with similar in-
tensity and spatial augmentations as nnUNet [2I]. After validation on dedicated
data splits, we set {\kL, Apars Arep, 7} ={1,1072,1073,1071}.

3 Experiments and results

3.1 Rigid motion tracking in foetal MRI time series

Task and dataset: First, we test our method on a rigid motion tracking task,
where our goal is to align all volumes in a time series to the first one. In this
experiment, we use a private dataset of 55 3D foetal brain MRI time series
(with approximately 28 scans each) from the Boston Children’s Hospital. These
are acquired on a 3T Skyra Siemens with a multi-slice single-shot gradient echo
EPI sequence (TR=[5-8]ms, TE=[32-38]ms, «=90°). We split time series into 30
(N=764 scans), 5 (N=152) and 20 (N=633) for training/validation/testing. Test
scans come with manually extracted ground truth transforms. We emphasise
that this data is challenging to analyse due to its low signal-to-noise ratio and
low resolution (3mm isotropic).
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Table 1. Average scores (with standard deviations in parentheses) obtained by Equi-
Track and KeyMorph trained with/without different regularisations for rigid motion
tracking in foetal MRI time series, as well as other competitors. Translation errors,
spectral norms and average point distances are measured in voxels (3mm isotropic res-
olution). Best scores are in bold, and are found here to be always statistically significant
at 1% level with Bonferroni-corrected Wilcoxon signed-rank test.

Method Rot. err. (°) Transl. err.| KL div. Spectral norm Point dist.
EquiTrack [4] 5.1 (4.0) 0.8 (0.6) [26.7 (2.1) 46.3 (6.0) 1.2 (0.5)
+ pretraining from [38] 4.6 (4.4) 0.7 (0.7) |22.4 (3.8) 43.1 (4.7) 2.6 (1.3)
+Lkr 3.7 (3.8) 0.8 (0.7) |4.1 (1.4) 44.7 (6.3) 1.5 (0.7)
+Lyar 3.6 (3.8) 0.7 (0.6) [10.3 (3.4) 5.4 (1.3) 1.9 (1.2)
+LkrL+Loar 2.4 (2.7) 0.5 (0.4) | 5.3 (1.7) 5.6 (1.2) 2.1 (1.4)
+Lgr+Lyar+Lrep (ours)| 1.6 (1.7) 0.3 (0.4) | 4.7 (1.5) 5.3 (1.2) 4.1 (1.5)
KeyMorph [38] 6.4 (6.4) 0.8 (0.8) |16.3 (4.5) 36.1 (8.6) 3.1(1.2)
+Li 1+ Lyvar+Lrep (ours) | 2.7 (2.4) 0.5 (0.5) | 4.4 (1.3) 4.9 (1.2) 4.4 (1.6)
ANTs [2] 5.4 (4.2) 0.6 (0.6) - - -
DLIR [10] 9.9 (9.2) 1.3 (1.4) - - -

We report rotation and translation errors, and three spatial metrics: KL di-
vergence of the features (i.e., Lk ); spectral norm (i.e., maximum eigenvalue)
of their covariance matrix; and average distance between keypoints (Table [1f).

Results: We start with an ablation study to test the effect of the proposed reg-
ularisations on EquiTrack, which is the state of the art for foetal rigid motion
tracking [4]. While the original method yields relatively good alignments due to
its SE(3)-equivariance (5.1°/0.8 vox. errors), all keypoints are centred and the
features are hardly interpretable (Fig . In comparison, the pretraining strat-
egy introduced in KeyMorph [38] (see Section slightly increases the mean
point distance by 1.4 voxels, which leads to a 0.5° improvement. Then, gradu-
ally adding Lk, and L4, further improves accuracy (Table 1)) by encouraging
more explainable and precise features. Finally, due to the explicit loss for key-
point diversity (Fig , the fully regularised EquiTrack achieves highly accurate
alignments, with improvements over the original method of 3.5°and 0.5 voxels.
Remarkably, this boost in accuracy comes at no supervision cost, and only re-
quires slightly longer training times (+10%, 60h total on a A6000 Nvidia GPU).
We then show that our loss also applies to other architectures by testing it
on KeyMorph [38], that we adapt to the rigid case by using the closed-form algo-
rithm from [24]. Here, our loss yields an improvement of 3.7°and 0.3 voxels over
the original KeyMorph (Table . Notably, this is higher than the architecture-
based improvement achieved by replacing the CNN in KeyMorph by an equivari-
ant CNN (i.e., vanilla EquiTrack), thus showing the effectiveness of our approach.
Finally, we compare against two strategies for rigid registration: the ubiqui-
tous optimisation framework ANTs [2], and the deep learning regression-based
strategy DLIR [10]. Table [1| shows that our fully regularised EquiTrack beats
ANTSs by 3.8°and 0.3 voxels (with faster runtimes by 2 orders of magnitude) and
considerably outperforms DLIR by 8.3°, while being much more interpretable.
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Fig. 3. (A) Average Dice scores for ADNI to HCP brain MRI registration. Stars indi-
cate statistical significance with KM-unsup-ours (1% level, Wilcoxon signed-rank test).
(B) Example of HCP/ADNTI scans with overlaid segmentations, and representative fea-
tures from KeyMorph trained with different losses. (C) Input ADNI scan affinely regist-
ered by all methods and segmentation of the fixed HCP scan. Arrows show large errors.

3.2 Affine brain MRI registration

Task and dataset: We then assess our approach in the challenging scenario
of affine registration between brain MRIs from different populations (with ap-
plications in population atlas building [7]). Here we register 200 ageing patients
from ADNI [22] onto 200 young and healthy subjects from HCP [12]. All vol-
umes are lmm isotropic T1-weighted scans. We use splits of 40/10/50% for
training/validation/testing. Since ground truth transforms are not available, we
evaluate performance by segmenting all scans with SynthSeg for 98 regions [5]
and by computing Dice scores between the fixed and moved segmentations.
Since EquiTrack cannot handle inter-subject registration [4], we only test
our loss on KeyMorph, for which we train three variants: original KeyMorph
(KM-unsup), regularised KeyMorph (KM-unsup-ours), and a supervised version
(KM-sup) optimised with a Dice loss [38]. We also include affine versions of
ANTs, DLIR, and EasyReg [20], which is a supervised keypoint-based method,
where keypoints are the centres of mass of the 98 regions segmented by SynthSeg.
Results: First, our method KM-unsup-ours yields similar scores to the state-of-
the-art ANTs (Fig. [3]C) while running much faster, which enables time-sensitive
applications. Then, KM-unsup-ours largely outperforms the other deep learn-
ing unsupervised approaches DLIR and KM-unsup by 5.6 and 3.1 Dice points,
respectively (Fig. A). Further, our method also beats EasyReg by 1.5 Dice
points, which is due to the fact that region centres used in EasyReg might not
be reliable keypoints since their relative location may vary across populations
(e.g.,“shifted” centres of mass for small vs. enlarged ventricles). Crucially, our
unsupervised loss bridges the performance gap with the supervised KM-sup (no
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statistical difference). This is explained by our proposed regularisation, which en-
ables KM-unsup-ours to extract precise and anatomically meaningful keypoints
that are consistent across subjects (Fig. B), without requiring any supervision.

4 Conclusion

We have presented a novel principled regularisation method for registration
based on unsupervised keypoint detection. Our strategy greatly increases the
interpretability of unsupervised strategies and leads to consistent improvements
for two state-of-the-art methods across different tasks and datasets. Specifically,
the impact of the proposed loss is comparable to that of major architectural
changes (Section, and bridges the gap with supervised methods (Section.
Future work will tackle cross-modality registration by combining our loss with
supervision from segmentations. Another direction is to dynamically learn the
number of keypoints to further increase diversity. Overall, our work opens new
perspectives for the interpretability of modern deep learning registration models.
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